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ABSTRACT
Structure information extraction refers to the task of extracting structured text fields from web pages, such as extracting a product offer from a shopping page including product title, description, brand and price. It is an important research topic which has been widely studied in document understanding and web search. Recent natural language models with sequence modeling have demonstrated state-of-the-art performance on web information extraction. However, effectively serializing tokens from unstructured web pages is challenging in practice due to a variety of web layout patterns. Limited work has focused on modeling the web layout for extracting the text fields. In this paper, we introduce WebFormer, a Web-page transFormer model for structure information extraction from web documents. First, we design HTML tokens for each DOM node in the HTML by embedding representations from their neighboring tokens through graph attention. Second, we construct rich attention patterns between HTML tokens and text tokens, which leverages the web layout for effective attention weight computation. We conduct an extensive set of experiments on SWDE and Common Crawl benchmarks. Experimental results demonstrate the superior performance of the proposed approach over several state-of-the-art methods.
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Figure 1: An example of an event web page with its HTML (bottom left) and the extracted structured event information (bottom right), including event title, description, date and time, and location. The corresponding extractions of all text fields are highlighted with colored bounding boxes.

1 INTRODUCTION
Web pages or documents are the most common and powerful source for humans to acquire knowledge. There are billions of websites that contain rich information about various objects. For example, Figure 1 shows a web page describing an event, which contains structured event information including event title, description, date, time and location. The large-scale web data becomes increasingly essential to facilitate new experiences in applications like web search and retrieval, which enables smart assistants to do complex tasks such as "locating kid-friendly events in San Francisco this weekend" and "exploring Nike running shoes less than $50". Therefore, it is an important research problem to extract structured information from web pages. In this work, the problem of structure information extraction is to extract all the text spans for a set of target fields from a web document.

Structure information extraction from the web [6, 13, 18, 32, 57] is a challenging task due to the unstructured nature of textual data and the diverse layout patterns of the web documents [31, 39]. There has been a lot of interest in this topic, and a plethora of...
research [10, 40, 54, 58] in this area both in academia and industry. Among the early works, template/wrapper induction [14, 28, 35] has proven to be successful for extracting information from web documents. However, these techniques do not scale to the whole web as obtaining accurate ground truth for all domains is expensive. Moreover, the wrappers go out-of-date quickly because page structure changes frequently, and require periodic updating. One also needs to generate new templates for the new domains.

Recently, learning-based models [17, 46] have been proposed for automatic information extraction. These methods use schema.org markup [41] as the supervision to build machine-learned extractors for different fields. Most recently, with the advance of natural language processing [5, 15, 42], language models with sequence modeling [3, 45] have been applied to web document information extraction. These approaches first sequentialize the web document into a sequence of words, and then use RNN/LSTM [26, 59, 61] or attention networks [21, 52] to extract the text spans corresponding to the structured fields from the sequence. Although existing natural language models achieve promising results on web information extraction, there are several major limitations. First, the structural HTML layout has not been fully exploited, which contains important information and relation about different text fields. For example, in an event page, the event date and location are naturally correlated, which form sibling nodes in the HTML (see Figure 1). In a shopping page, the product price is often mentioned right after the product title on the page. Therefore, encoding the structural HTML beyond sequential modeling is essential in web document extraction. Second, most existing models do not scale up to a large number of fields across domains. They build one separate model for each text field, which are not suitable for large scale extraction, nor can be generalized to new domains. Third, large web documents with long sequences are not modeled effectively. Attention networks, such as Transformer-based models, usually limit their input to 512 tokens due to the quadratic computational cost with the sequence length.

In this paper, we propose WebFormer, a novel Web-page transformer model that incorporates the HTML layout into the representation of the web document for structure information extraction. WebFormer encodes the field, the HTML and the text sequence in a unified Transformer model. Specifically, we first introduce HTML tokens for each DOM node in the HTML. We then design rich attention patterns for embedding representation among all the tokens. WebFormer leverages the web layout structure for more effective attention weight computation, and therefore explicitly recovers both local syntactic and global layout information of the web document. We evaluate WebFormer on SWDE and Common Crawl benchmarks, which shows superior performance over several state-of-the-art methods. The experimental results also demonstrate the effectiveness of WebFormer in modeling long sequences for large web documents. Moreover, we show that WebFormer is able to extract information on new domains. We summarize the main contributions as follows:

- We propose a novel WebFormer model for structure information extraction from web documents, which effectively integrates the web HTML layout via graph attention.
- We introduce a rich attention mechanism for embedding representation among different types of tokens, which enables the model to encode long sequences efficiently. It also empowers the model for zero-shot extractions on new domains.
- We conduct extensive experiments and demonstrate the effectiveness of the proposed approach over several state-of-the-art baselines.

2 RELATED WORK

2.1 Information Extraction

Early studies of extracting information from the web pages mainly focus on building templates for HTML DOM tree, named wrapper induction [12, 22]. Template extraction techniques have been applied to improve the performance of search engines, clustering, and classification of web pages. They learn desired patterns from the unstructured web documents and construct templates for information extraction. Region extraction methods [7, 39] try to classify portions of a web page according to their specific purposes, e.g., classify whether a text node is the title field. Foley et al. [16] use simple naive-Bayes to classify the web page and SVM methods to get the score for each field. Wang et al. [46] extend this work by designing deep neural network models and using well designed visual features like font sizes, element sizes, and positions.

Recently, there has been an increasing number of works that develop natural language models with sequence modeling [9, 20, 26, 30, 34, 61] for web information extraction. Zheng et al. [59] develop an end-to-end tagging model utilizing BiLSTM, CRF, and attention mechanism without any dictionary. Aggarwal et al. [2] propose a sequence-to-sequence model using an RNN, which leverages relative spatial arrangement of structures. Aghajanyan et al. [3] train a hyper-text language model based on BART [24] on a large-scale web crawl for various downstream tasks. More recently, several attribute extraction approaches [47, 49, 53] have been proposed, which treat each field as an attribute of interest and extract its corresponding value from clean object context such as web title. Chen et al. [9] formulate the web information extraction problem as structural reading comprehension and build a BERT [15] based model to extract structured fields from the web documents. It is worth mentioning that there are also methods that work on multimodal information extraction [44, 45, 48, 55], which focus on extracting the field information from the visual layout or the rendered HTML of the web documents.

2.2 Relation Learning

Relation extraction/learning research [19, 25, 27, 29, 50, 60] is also related to our work. Relation extraction refers to the task of extracting relational tuples and putting them in a knowledge base. Web information extraction can be thought of as the problem where the subject is known (the web document), and given the field (the relation) extract the corresponding text. However, relation extraction has traditionally focused on extracting relations from sentences relying on entity linking systems to identify the subject/object and building models to learn the predicates in a sentence [8, 23]. Whereas in structure information extraction, usually the predicates (the fields) rarely occur in the web documents, and entity linking is very hard because the domain of all entities is unknown.
3 WEBFORMER

3.1 Problem Definition

We formally define the problem of structure information extraction from web documents in this section. The web document is first processed into a sequence of text nodes and the HTML DOM tree. We denote the text sequence from the web document as $T = (t_1, t_2, \ldots, t_k)$, where $t_i$ represents the $i$-th text node on the web. $k$ is the total number of text nodes with $t_i = (w_{i1}, w_{i2}, \ldots, w_{in_i})$ as its $n_i$ words/tokens. Note that the ordering of the text nodes does not matter in our model, and one can traverse the DOM tree in any order to obtain all the text nodes. Denote the DOM tree of the HTML as $G = (V, E)$, where $V$ is the set of DOM nodes in the tree with $E$ being the set of edges (see top left in Figure 2). Note that the $k$ text nodes are essentially connected in this DOM representation of the HTML, representing the layout of the web document.

The goal of structure information extraction is that given a set of target fields $F = (f_1, \ldots, f_m)$, extract their corresponding text information from the web document. For example, for the text field “date”, we aim to extract the text span “Dec 13” from the web document. Formally, the problem is defined as finding the best text span $\bar{s}_j$ for each field $f_j$, given the web document $T$ and $G$:

$$ \bar{s}_j = \arg \max_{b_j, e_j} Pr(w_{b_j}, w_{e_j} \mid f_j, T, G) $$

where $b_j$ and $e_j$ are the begin and end offsets of the extracted text span in the web document for text field $f_j$.

3.2 Approach Overview

Existing sequence modeling methods either directly model the text sequence from web document [26, 47] or serialize the HTML with the text in a certain order [9, 61] to perform the span based text extraction. In this work, we propose to simultaneously encode the text sequence using the Transformer model and incorporate the HTML layout structure with graph attention.

The overall model architecture is shown in Figure 2. Essentially, our WebFormer model consists of three main components, the input layer, the WebFormer encoder and the output layer. The input layer contains the construction of the input tokens of WebFormer as well as their embeddings, including the field token, the HTML tokens from DOM tree $G$ and the text tokens from the text sequence $T$. The WebFormer encoder is the main block that encodes the input sequence with rich attention patterns, including HTML-to-HTML (H2H), HTML-to-Text (H2T), Text-to-HTML (T2H) and Text-to-Text (T2T) attentions. In the output layer, the text span corresponding to the field is computed based on the encoded field-dependent text embeddings. We present the detail of each component separately in the following subsections.

3.3 Input Layer

Most previous sequence modeling approaches [2, 53] only encode the text sequence of the web document without utilizing the HTML layout structure. In this work, we jointly model the text sequence with the HTML layout in a unified Transformer model. In particular, we introduce three types of tokens in the input layer of WebFormer. 

**Field token** A set of field tokens are used to represent the text field to be extracted, such as “title”, “company” and “base salary” for a job page. By jointly encoding the best field, we are able to construct a unique model across all text fields.

**HTML token** Each node in the DOM tree is used to represent the text field to be extracted, such as “&lt;html&gt;”, “&lt;company&gt;” and “&lt;base salary&gt;” for a job page. By jointly encoding the text field, we are able to construct a unique model across all text fields.

**HTML token** Each node in the DOM tree $G$, including both internal nodes (non-text node) and text nodes, corresponds to an HTML token in WebFormer. The embedding of an HTML token can be viewed as a summarization of the sub-tree rooted by this node. For example, in Figure 2, the embedding of the “&lt;html&gt;” token essentially represents the full web document, which can be used...
for page level classification. On the other hand, the embedding of the text node "<p>" summarizes the text sequence $t_4$.

**Text token** This is the commonly used word representation in natural language models. For example, $t_1$ contains three words, “Fun”, “Family” and “Fest”, which correspond to three text tokens.

In the input layer, every token is converted into a $d$-dimensional embedding vector. Specifically, for field and text tokens, their final embeddings are achieved by concatenating a word embedding and a segment embedding. For HTML token embedding, they are formulated by concatenating a tag embedding and a segment embedding. The word embedding is widely adopted in the literature [33]. The segment embedding is added to indicate which type the token belongs to, i.e. field, HTML or text. The tag embedding is introduced to represent different HTML-tag of the DOM nodes, e.g. “div”, “head”, “h1”, “p”, etc. Note that all the embeddings in our approach are trainable. The word embeddings are initialized from the pretrained language model, while the segment and tag embeddings are randomly initialized.

### 3.4 WebFormer Encoder

The WebFormer encoder is a stack of $L$ identical contextual layers, which efficiently connects the field, HTML and text tokens with rich attention patterns followed by a feed-forward network. The encoder produces effective contextual representations of web documents. To capture the complex HTML layout with the text sequence, we design four different attention patterns, including 1) HTML-to-HTML (H2H) attention which models the relations among HTML tokens via graph attentions. 2) HTML-to-Text (H2T) attention, which bridges the HTML token with its corresponding text tokens. 3) Text-to-HTML (T2H) attention that propagates the information from the HTML tokens to the text tokens. 4) Text-to-Text (T2T) attention with relative position representations. Moreover, WebFormer incorporates the field into the encoding layers to extract the text span for the field.

#### 3.4.1 HTML-to-HTML Attention

The HTML tokens are naturally connected via the DOM tree graph. The H2H attention essentially computes the attention weights among the HTML tokens and transfers the knowledge from one node to another with the graph calculation. In addition, we add edges to connect the sibling nodes in the graph, which is equivalent to include certain neighbors with edge distance 2 in the graph. For example, the HTML token “<div>” is connected with itself, the parent token “<body>”, the child tokens “<div>” and “<ch3>”, and sibling token “<img>”. Formally, given the HTML token embedding $\mathbf{x}_i$, the H2H graph attention is defined as:

$$a_{ij}^{H2H} = \frac{\exp(e_{ij}^{H2H})}{\sum_{k \in N(x_i)} \exp(e_{ik}^{H2H})}, \text{ for } j \in N(x_i^H)$$

$$e_{ij}^{H2H} = \frac{\mathbf{x}_i^H W_{Q}^{H2H} (\mathbf{x}_j^H W_{K}^{H2H} + d_{ij}^{H2H})^T}{\sqrt{d}}$$

where $N(x_i)$ indicates the neighbors of the HTML token $x_i^H$ in the graph, $W_{Q}^{H2H}$ and $W_{K}^{H2H}$ are learnable weight matrices, and $d_{ij}^{H2H}$ are learnable vectors representing the edge type between the two nodes, i.e. parent, child or sibling, $d$ is the embedding dimension.

#### 3.4.2 HTML-to-Text Attention

The H2T attention is only computed for the text nodes in the HTML to update their contextual embeddings. We adopt a full attention pattern where the HTML token $x_i^H$ is able to attend to each of its text tokens $t_j$. For example, in Figure 2, the HTML token “<p>” attends to all the three text tokens in $t_4$, i.e. “Spark”, “Social” and “SF”. The H2T full attention is defined as:

$$a_{ij}^{H2T} = \frac{\exp(e_{ij}^{H2T})}{\sum_{t \in t_i} \exp(e_{it}^{H2T})}, \text{ for } j \in t_i$$

$$e_{ij}^{H2T} = \frac{x_i^H W_{Q}^{H2T} (x_j W_{K}^{H2T})^T}{\sqrt{d}}$$

where $W_{Q}^{H2T}$ and $W_{K}^{H2T}$ are weight matrices in H2T attention.

#### 3.4.3 Text-to-HTML Attention

In T2H attention, each text token communicates with every HTML token. Intuitively, this T2H attention allows the text token to absorb the high-level representation from these summarization tokens of the web document. The formulation of the T2H attention is analogous to the above H2T attention except that each text token attends to all HTML tokens.

#### 3.4.4 Text-to-Text Attention

The T2T attention is the regular attention mechanism used in various previous models [15, 42], which learns contextual token embeddings for the text sequence. However, the computational cost of the traditional full attention grows quadratically with the sequence length, and thus limits the size of the text tokens. Inspired by the work of [37, 38], our T2T attention adopts relative attention pattern with relative position encodings, where each text token only attends to the text tokens within the same text sequence and within a local radius $r$. In Figure 2, the local radius $r$ is set to 1, which means each token will only attend to its left and right tokens, and itself. For instance, the text token “is” in $t_2$ attends to the tokens “This”, “is” and “a” within $t_2$.

The formal T2T relative attention is defined as:

$$a_{ij}^{T2T} = \frac{\exp(e_{ij}^{T2T})}{\sum_{i-r \leq l \leq i+r} \exp(e_{il}^{T2T})}, \text{ for } i-r \leq j \leq i+r$$

$$e_{ij}^{T2T} = \frac{x_i^T W_{Q}^{T2T} (x_j W_{K}^{T2T} + b_{T2T}^{T2T})^T}{\sqrt{d}}$$

where $W_{Q}^{T2T}$ and $W_{K}^{T2T}$ are weight matrices in T2T attention. $b_{T2T}^{T2T}$ are learnable relative position encodings representing the relative position between the two text tokens. Note that there are total $2r+1$ possible relative position encodings, i.e. $(i-j) \in \{-r, \ldots, -1, 0, 1, \ldots, r\}$.

#### 3.4.5 Field Token Attention

Our WebFormer model jointly encodes the field information such that the structured fields share the unique encoder. Following the work in [47, 49], we introduce the field tokens into WebFormer and enable full cross-attentions between field and HTML tokens. Note that one can easily add cross-attention between field and text tokens. We found empirically in our experiments that this does not improve the extraction quality. Although there is no direct interaction between field and text tokens,
they are bridged together through the text-to-HTML and the HTML-field attentions.

3.4.6 Overall Attention. We compute the final token representation based on the above rich attention patterns among field, text and HTML tokens. The output embeddings for field, text and HTML tokens $z_i^F$, $z_i^T$, $z_i^H$, are calculated as follows:

$$z_i^F = \sum_j a_{ij}^{F2H} x_j^T W_{ij}^F$$

$$z_i^T = \sum_{i-r \leq j \leq i+r} a_{ij}^{T2T} x_j^T W_{ij}^T + \sum_k a_{ij}^{T2H} z_k^H W_{ij}^H$$

$$z_i^H = \sum_{j \in N(x_i^H)} a_{ij}^{H2H} z_j^H + \sum_k a_{ij}^{H2T} x_k^T W_{ij}^T$$

where all the attention weights $a_{ij}$ are described above. $W_{ij}^F$, $W_{ij}^T$ and $W_{ij}^H$ are the learnable matrices to compute the values for field, text and HTML tokens respectively.

3.5 Output Layer

The output layer of WebFormer extracts the final text span for the field from the text tokens. We apply a softmax function on the output embeddings of the encoder to generate the probabilities for the begin and end indices:

$$p_b = \text{softmax}(W_b Z^T), \quad p_e = \text{softmax}(W_e Z^T)$$

where $Z^T$ is the contextual embedding vectors of the input text sequence. $W_b$ and $W_e$ are two parameter matrices that project the embeddings to the output logits, for the begin and end respectively. Inspired by the work [56], we further predict the end index based on the start index by concatenating the begin token embedding with every token embedding after it.

3.6 Discussion

This section provides discussion that connects WebFormer with previous methods as well as the limitations of our model. If we treat HTML tags as additional text tokens, and combine with the text into a single sequence without the H2H, H2T and T2H attentions, our model architecture degenerates to the sequence modeling approaches [9, 51] that serialize the HTML layout. If we further trim the HTML from the sequence, our model is regressed to the sequence model [47] that only uses the text information. Moreover, if we also remove the text field from the input, our model degenerates to the sequence tagging method [26, 59], which is not able to scale to a large set of target fields.

There are two scenarios where our model is not directly applicable. First, our model focuses on structure information extraction on single object pages, where each target field only has one text value. For a multi-object page, e.g. a multi-event page, there are different titles and dates corresponding to different events on the page, which could be extracted with methods like repeated patterns [1, 46]. Second, there are applications that require to extract information from the rendered pages, where OCR and CNN [51] techniques are used.

4 EXPERIMENTS

4.1 Datasets

SWDE [18, 61]: The Structured Web Data Extraction (SWDE) dataset is designed for structural reading comprehension and information extraction on the web. It consists of more than 124,000 web pages from 80 websites of 8 verticals including “auto”, “book”, “camera”, “job”, “movie”, “nabplayer”, “restaurant” and ‘university’. Each vertical consists of 10 websites and contains 3 to 5 target fields of interest. We further split the data into train, dev and test sets with 99,248, 12,425 and 12,425 pages respectively. More detail statistics of the dataset is provided in the appendix.

Common Crawl*: The Common Crawl corpus is widely used in various web search, information extraction and other related tasks. Common Crawl contains more than 250 TiB of content from more than 3 billion web pages. In our experiments, we select web pages that have schema.org annotations within the three domains ‘Events’, ‘Products’ and ‘Movies’. The schema.org annotations contain the website provided markup information about the object, which are used as our ground-truth labels. The fields are ("Name", "Description", "Date", "Location"), ("Name", "Description", "Brand", "Price", "Color") and ("Name", "Description", "Genre", "Duration", "Director", "Actor", "Published Date") for event, product and movie pages respectively. We further filter these pages by restricting to English and single object pages. We downsample the web pages by allowing at most 2,000 pages per website to balance the data, as some websites might dominate, e.g. facebook.com, amazon.com. All datasets are then randomly split into train, dev and test sets with ratio 8:1:1. The details are given in Table 1.

<table>
<thead>
<tr>
<th>Data Splits</th>
<th>SWDE</th>
<th>Common Crawl</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Events</td>
<td>Products</td>
</tr>
<tr>
<td>Train</td>
<td>99,248</td>
<td>72,367</td>
</tr>
<tr>
<td>Dev/Test</td>
<td>12,425</td>
<td>9,046</td>
</tr>
<tr>
<td>Test</td>
<td>12,425</td>
<td>7,154</td>
</tr>
</tbody>
</table>

Table 1: Statistics of the datasets with the training time.

4.2 Implementation Detail

For data pre-processing, we use open-source LXML library3 to process each page for obtaining the DOM tree structures. We then use in order traverse of the DOM tree to obtain the text nodes sequence. We implemented our models using Tensorflow and Keras. Each model is trained on a 32 core TPU v3 configuration. The word embedding is initialized with the pretrained BERT-base. The parameters used in WebFormer are 12 layers, 768 hidden size, 3072 hidden units (for FFN) and 64 local radius. The maximum text sequence length is set to 2048. The maximum number of HTML tokens are set to 256. During training, we use the gradient descent algorithm with Adam optimizer. The initial learning rate is set to $3e^{-5}$. The batch size for each update is set as 64 and the model is trained for up to 10 epochs. The dropout probability for the attention layer is set to 0.1.

1http://commoncrawl.org/announcements/
2https://schema.org/
3https://lxml.de/
We evaluate the performance of the WebFormer model with two standard evaluation metrics: Exact Match (EM) and F1 from the package released in [36]. Exact Match is used to evaluate whether a predicted span is completely the same as the ground truth. It will be challenging for those answers that are only part of the text. F1 measures the overlap of the extracted answer and the ground truth by splitting the answer span into tokens and compute F1 score on them. We repeat each experiment 10 times and report the metrics on the test sets based on the average over these runs.

### 4.3 Evaluation Metric

We evaluate the performance of the WebFormer model with two standard evaluation metrics: Exact Match (EM) and F1 from the package released in [36]. Exact Match is used to evaluate whether a predicted span is completely the same as the ground truth. It will be challenging for those answers that are only part of the text. F1 measures the overlap of the extracted answer and the ground truth by splitting the answer span into tokens and compute F1 score on them. We repeat each experiment 10 times and report the metrics on the test sets based on the average over these runs.

### 4.4 Baselines

**OpenTag** [59] uses a BiLSTM-Attention-CRF architecture with sequence tagging strategies. OpenTag does not encode the field and thus builds one model per field.

**DNN** [46] applies deep neural networks for information extraction. Text nodes in the HTML are treated as candidates, and are extracted with DNN classifiers.

**AVEQA** [47] formulates the problem as an attribute value extraction task, where each field is treated as an attribute. This model jointly encodes both the attribute and the document with a BERT [15] encoder.

**SimpDOM** [61] treats the problem as DOM tree node tagging task by extracting the features for each text node including XPath, and uses a LSTM to jointly encode with the text features.


The codes for OpenTag [4] and H-PLM [5] are publicly available. For our previous works DNN and AVEQA, we use the original codes for the papers. For SimpDOM, we re-implement their model using the parameters from the paper.

### 4.5 Results and Discussion

#### 4.5.1 Performance Comparison

The evaluation results of WebFormer with different attention patterns. Top: EM scores. Bottom: F1 scores.

The codes for OpenTag [4] and H-PLM [5] are publicly available. For our previous works DNN and AVEQA, we use the original codes for the papers. For SimpDOM, we re-implement their model using the parameters from the paper.

## Table 2: Performance comparison on all datasets. Results are statistically significant with p-value < 0.001.

<table>
<thead>
<tr>
<th>Models</th>
<th>SWDE</th>
<th>Common Crawl</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Events &amp; EM</td>
<td>Products &amp; EM</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>F1</td>
</tr>
<tr>
<td>OpenTag</td>
<td>81.33 ± 0.22</td>
<td>86.54 ± 0.27</td>
</tr>
<tr>
<td>DNN</td>
<td>80.53 ± 0.15</td>
<td>85.64 ± 0.26</td>
</tr>
<tr>
<td>AVEQA</td>
<td>83.27 ± 0.32</td>
<td>88.75 ± 0.16</td>
</tr>
<tr>
<td>SimpDOM</td>
<td>84.67 ± 0.23</td>
<td>90.35 ± 0.21</td>
</tr>
<tr>
<td>H-PLM</td>
<td>83.42 ± 0.20</td>
<td>89.04 ± 0.18</td>
</tr>
<tr>
<td>WebFormer</td>
<td>86.58 ± 0.16</td>
<td>92.46 ± 0.24</td>
</tr>
</tbody>
</table>

## Table 3: Field level metrics of WebFormer.

<table>
<thead>
<tr>
<th>Fields</th>
<th>SWDE</th>
<th>Common Crawl</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Events &amp; EM</td>
<td>Products &amp; EM</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>F1</td>
</tr>
<tr>
<td>Name</td>
<td>88.27 ± 93.46</td>
<td>85.11 ± 90.35</td>
</tr>
<tr>
<td>Description</td>
<td>81.62 ± 85.50</td>
<td>77.94 ± 81.46</td>
</tr>
<tr>
<td>Date</td>
<td>86.86 ± 91.48</td>
<td>-</td>
</tr>
<tr>
<td>Location</td>
<td>82.41 ± 86.88</td>
<td>-</td>
</tr>
<tr>
<td>Brand</td>
<td>-</td>
<td>84.23 ± 85.63</td>
</tr>
<tr>
<td>Price</td>
<td>-</td>
<td>75.65 ± 76.86</td>
</tr>
<tr>
<td>Color</td>
<td>-</td>
<td>80.42 ± 82.35</td>
</tr>
<tr>
<td>Genre</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Duration</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Director</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Actor</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Publish Date</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

### Figure 3: Results of WebFormer with different attention patterns. Top: EM scores. Bottom: F1 scores.

The codes for OpenTag [4] and H-PLM [5] are publicly available. For our previous works DNN and AVEQA, we use the original codes for the papers. For SimpDOM, we re-implement their model using the parameters from the paper.
4.5.2 Impact of Rich Attentions. To understand the impact of the rich attention patterns, we conduct a set of experiments by removing each attention from our model. Specifically, we train four separate models without T2T, H2T, T2H and H2H attention respectively. The results of these four models and WebFormer (refer to All) on all datasets are shown in Figure 3. It is not surprising to see that the performance drops significantly without the T2T local attention. The reason is that T2T is used to model the contextual token embeddings for the text sequence, which is the fundamental component in the Transformer model. We can also observe that the model without H2H graph attention achieves much worse performance compared to the models without T2H or H2T attention. This observation validates that the HTML layout information encoded within the H2H attention is crucial for extracting structure fields from web documents. Moreover, it is clear that WebFormer with T2H and H2T attentions further improve the model performance on all datasets.

4.5.3 Impact on Large Document. To evaluate the impact of different models on large documents with long text sequence, we group the test examples into four buckets w.r.t. the sequence length of the example (i.e. 0-512, 512-1024, 1024-2048 and 2048-inf), and compute the metrics in each bucket for all methods. The length distribution of the test documents with EM scores on both datasets (for Common Crawl, we merge all the test sets from Events, Products and Movies) are shown in Figure 4. It can be seen that WebFormer achieves consistent results w.r.t. the sequence length. In contrast, the performances of OpenTag, AVEQA, SimpDOM and H-PLM go down with the increasing of the sequence length. Our hypothesis is that WebFormer utilizes L2L relative attention and the H2L attention, which enables the model to encode web documents with long sequences effectively and efficiently. Note that the DNN model does not depend on the sequence length and thus does not suffer from the long sequence.

4.5.4 Error Analysis. We conduct error analysis of WebFormer over 160 and 60 randomly selected Exact Match mistakes on SWDE and Common Crawl dataset respectively (5 per field). We identify several major mistake patterns and summarize them here: 1) Partial text extraction: The largest group of mistakes is that our model extracts a substring of the ground-truth text. For example, our model extracts “Fun Festival” as the event name instead of “Fun Festival at Square Park”. 2) Multiple occurrences issue: There are cases where the target field is mentioned multiple times on the web page. For example, our model extracts “SEP 11” as the date, but the ground-truth text is “Sat, September 11, 2011”. 3) Multi-value issue: The other type of error is that the field has multiple values and we only extract one of them. For example, a product has both “blue” and “white” as its color where we only extract “blue”. 4) Range issue: There are a certain amount of mistakes that fall into the range issue group. For example, our model extracts the “price” as “19.90” from the ground-truth “19.90 - 26.35” which is a range of prices. 5) Model mistakes: There are few other extraction errors made by the model,
which are hard cases even for human raters. The summarization of the mistake analysis is reported in Figure 5. By looking closely at these mistake patterns, we observe that our model actually extracts the correct or partially correct answers for most cases in the group of 1), 2), 3) and 4). These mistakes can be easily fixed by marking all answer occurrences and values as positives in the training, and adopting a BIO-based span extraction as mentioned. However, there are still difficult cases which require further investigations into the training data and the model.

4.5.5 Ablation Study. We further conduct a series of ablation studies of WebFormer. The WebFormer base model contains 12 layers. We first evaluate our model with a different number of encoder layers, i.e. 2L, 6L and 24L. We also evaluate another ablation of WebFormer by sharing the model parameters. Specifically, the query matrices of the text and HTML tokens are shared, i.e. $W^{T2T} = W^{T2H} = W^{Q}$, $W^{H2T} = W^{H2H}$ and $W^{K}$, $W^{K2T} = W^{K2H}$ and $W^{K}$. This model is referred to as WebFormer-12L-share. The EM results with the number of model parameters are shown in Table 4. It can be observed that WebFormer-24L achieves the best performance, which is consistent with our expectations. Similar behavior is also observed in [4, 15]. However, a larger model usually requires longer training time, as well as inference. The training time of the base models are reported in Table 1.

4.5.6 Impact of Training Batch Size and Learning Rate. To evaluate the model performance with different training batch size and learning rate, we conduct experiments to train a set of WebFormer models with a hyper-parameter sweep consisting of learning rates in $[3 \times 10^{-5}, 5 \times 10^{-5}, 1 \times 10^{-4}]$ and batch-size in $[64, 128, 512]$ on the training set. The EM results with different learning rates and batch sizes on all datasets are reported in Table 5. It can be seen from the tables that WebFormer achieves the best result with batch size 64 and learning rate $3 \times 10^{-5}$ on all datasets except Products. The observation is consistent with the findings in work [47], where smaller batch size usually leads to better performance. This is also the reason that we set batch size to 64 and learning rate to $3 \times 10^{-5}$ in all our previous experiments.

4.5.7 Zero-shot/Few-shot Extraction. We conduct zero-shot and few-shot extraction experiments to evaluate the generalization ability of WebFormer on unseen domains/fields. In this experiment, we first pre-train a WebFormer model on Products and Movies data only. Then we perform fine-tuning on Events data for 10K steps by varying the number of training examples from $[0, 1, 2, 5, 10, 50, 100]$. The EM scores of WebFormer on all four event fields are shown in Figure 6. There are several interesting observations from this table. First, when the number of training examples is 0 (zero-shot extraction), the EM scores on “Name” and “Description” are reasonable around 75%. However, the score on “Location” is close to 0. The reason is that both “Name” and “Description” are general fields that appear across domains, e.g. they both present in Products and Movies data. Therefore, the learned knowledge in WebFormer can be directly transferred to a new domain - Events. On the other hand, the pretrained model lacks knowledge about “Location” and thus performs poorly on this field. Second, it is not surprising to see that the EM scores increase with more training examples, and reach reasonably high values with 100 training examples. We also observe that the EM score for “Location” boosts dramatically even with one or two training examples.

5 CONCLUSION

In this paper, we introduce a novel Web-page transFormer model, namely WebFormer, for structure information extraction from web documents. The structured HTML layout information is jointly encoded through the rich attention patterns with the text information. WebFormer effectively recovers both local syntactic and global layout information from web document serialization. An extensive set of experimental results on SWDE and Common Crawl benchmarks has demonstrated the superior performance of the proposed approach over several state-of-the-art methods. In future, we plan to extend this work to multimodal learning that incorporates visual features.
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